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Study Overview

Problem
• Outpatient diagnostic error rate ~5% (12 million 
Americans annually)

• Most diagnostic errors are due to ordering diagnostic 
tests or breakdowns in history taking and/or physical 
exam

Objective
Promote diagnostic excellence through AI-facilitated wayfinding in 
primary care for older adults with a safe, effective, and equitable open-
source tool:
INTERLACE  (dIagNosTic Excellence foR oLder Adults in primary CarE)

Singh H et al. BMJ Qual Saf 2014;23(9):727–31.

Singh H et al. JAMA Int Med 2013;173(6):418-25.

Lipman HI et al. Journal of Geriatric Cardiology 
2015;12:335–9. 

Specific Challenges for Diagnostic Excellence
•Older adults

•Complexity

•Frailty

•Distinct clinical presentations

•Distinct diagnostic considerations

•Primary care

•Broad Scope

•Lack of gold standard labels

•Team of stakeholders includes patient, caregiver, and 
clinician



Lessons for Diagnostic Excellence Work

https://dxexscholars.nam.edu/podcasts/

We all are, have been, or could be 
patients at risk of a diagnostic error
•Diagnostic excellence work is personal



Lessons for Diagnostic Excellence Work

Setting and population focus,

not disease focus
•How can we build a tool that supports the diagnostic 
process in primary care (setting) for older adults 
(population)?

Weissman GE, Zwaan L, Bell SK. Diagnosis 2024;12(2):189-196.



Lessons for Diagnostic Excellence Work

Lack of gold-standard labels
For a supervised learning process, how do we acquire a “true” label for thousands of diagnoses and tests for 
hundreds of thousands of primary care encounters to train a large deep neural network model?

Weissman GE, Ungar LH, Halpern SD. Annals of Internal Medicine 2023;176(2):274-275.



Lessons for Diagnostic Excellence Work

Clinically relevant, early phase 
studies
•Traditional measures of model predictive 
performance don’t equate to even potential 
clinical effects
•Some signal of safety, acceptability, and/or 
appropriateness are needed to justify 
deployment or equipoise for a clinical trial

Weissman GE. Annual Reviews of Biomedical Data Science 2025.

Clinician Turing Test: Novel 
Phase 1b Study Design



Lessons for Diagnostic Excellence Work

Diagnostic safety as institutional practice
•Office of General Counsel

•Patient Safety Officer

•Cultural shift

•Anticipate real-time discovery of:

•Potentially actionable patient harms

•Legal liability

“Wait, you are trying to find diagnostic errors?”



INTERLACE Model Development

Input data: EHR data including labs, demographics, 
vitals, diagnoses, medications, utilization, clinical text

Targets: 669 common and do-not-miss diagnoses 
collapsed from ~1,700 ICD codes and 1,000 most 
commonly ordered tests (labs, imaging, referrals)

Population: 707,598 primary care encounters at Penn 
Medicine for patients >= 65 from 2015-2023

Model Training and Selection: 156 deep neural network 
architectures evaluated and best model chosen based 
on validation performance

Model Evaluation: per-diagnosis, macro-averaged, 
micro-averaged measures of calibration and 
discrimination

Category Measure Median Q1 Q2

Diagnoses C-statistic 0.97 0.85 0.99

PPV_25 0.85 0.70 0.94

PPV_50 0.96 0.88 0.98

Scaled Brier 0.22 0.0004 0.67

R2 0.25 0.001 0.67

Orders C-statistic 0.85 0.78 0.91

PPV_25 0.16 0.000 0.34

PPV_50 0.29 0.000 0.51

Scaled Brier 0.001 -0.0004 0.08

R2 0.0019 0.00025 0.017

Model Performance in the Held-out Test Set



INTERLACE Model Fine-Tuning on Elite Diagnosticians

Peer Nomination Survey: Which of your peers would 
most reliably make the right diagnosis in a patient 
presenting with an uncertain constellation of 
symptoms? 

Identification of Elite Diagnosticians: Top 25 based on 3 
graph measures (In-degree, PageRank, and 
Betweenness Centrality)

Population: Penn Medicine clinicians in internal 
medicine, geriatrics, and family medicine

Model Fine-tuning: Froze all but last layer of model and 
re-trained with small learning rate on visits from “elite” 
diagnosticians

Model Evaluation: Same as general model



Randomized, Phase 1b Study: A Clinician Turing Test

Clinician Annotators: Physicians and advanced practice 
providers recruited from primary care practices at Penn 
Medicine
Task: Each annotator reviews 80 encounters in the EHR 
then sees a list of suggested diagnoses and another list of 
suggests tests
Annotation: For each encounter, i) agree or disagree with 
each suggestion, ii) add additional important diagnoses or 
tests not present in list of suggestions

Randomization: Each encounter was randomly assigned to 
present i) what was actually recorded in the EHR (control), 
ii) suggestions from INTERLACE, or iii) suggestions from 
INTERLACE-elite
Blinding: Annotators do not know the source of the 
suggestions to which they are assigned

Weissman GE et al. Interim results of an ongoing study that has not yet completed. 2025



Randomized, Phase 1b Study: A Clinician Turing Test

Weissman GE et al. Interim results of an ongoing study that has not yet completed. 2025



Facilitating Wayfinding

Adler-Milstein JA, Chen JH, Dhaliwal G. JAMA 2021;326(24):2467-2468.



Real-time, Cooperative Decision Support



Limitations

1. If it wasn’t documented it didn’t happen

2. Many of the same patients in train/val/test: tradeoff between information leakage vs 
real-world usage

3. Binary classification constrained to same threshold (10%) for all outcomes and 
categories which may not be clinically optimal

4. No assessment of degree or potential impact of errors (although preliminary review 
suggests these are minor, e.g. recommending both basic and comprehensive 
metabolic panels)



Planned next steps

1. Algorithmic equity audit and recalibration for group-wise optimality

2. Comprehensive clinician annotator disagreement analysis

3. In-person pilot feasibility study in 40 primary care encounters among older adults

4. Iterative improvements to model, interface, and optimal thresholds based on pilot study findings

5. Extramural grant application to support a large-scale, pragmatic trial of the INTERLACE tool (multi-
site collaborators welcome!)

6. Adaptation to other care environments (e.g. home care, tele-health)



Summary

1. Older adults are at especially high risk of diagnostic errors in the outpatient setting and lack tailored 
tools

2. The breadth and content of the diagnostic scope should be accounted for in the development of 
meaningful diagnostic support systems

3. Imitation learning and collective intelligence can provide meaningful suggestions in the absence of 
gold-standard diagnostic labels

4. Real time, cooperative, diagnostic decision support may facilitate wayfinding through the diagnostic 
process and include patients, caregivers, and clinicians

5. Open-source AI tools promote transparency, reproducibility, and access

6. Clinical trials are needed to evaluate the effectiveness, safety, and equity of clinical AI tools prior to widespread 
adoption
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